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Long Context

Human Genome has 3.2B nucleotides



Background

Nucleotides in a DNA sequence ACGTACGTCGTACGTC…

Previous work:

- typically context length of 512 - 4k tokens
- resolution: usually tokens are not on “nucleotides-level” -> “K-mers” (3-5 nucleotides)

Problems:

- long context is computationally expensive
- “SNPs” (Single-Nucleotide Polymorphisms): variation at a single nucleotide in the 

DNA sequence



Perplexity vs Context



HyenaDNA Block Architecture



Runtime



Single Nucleotide Resolution



Ultralong-Range Genomics

- single-nucleotide polymorphisms (SNPs)
- quantifying the functional effects of non-coding variants



Species classification

- DNA sequences from 5 different
species

- struggle on shorter sequences of
length 1024



Sequence length warm-up



Task Adaptation with Soft Prompt Tokens



Fine Tuning HyenaDNA

Tasks: 

- Identify Enhancer Regions in a DNA 
Sequence

- Species classification

Receipt:

- Pretrained Model: HyenaDNA
- Input DNA Sequence
- Soft Prompt Tokens
- Fine-Tuning:

- Soft Prompt tokens are optimized for the 
task

- Output: Probability scores for:
- each nucleotide being part of an enhancer
- dna being each species

Example:

Input: ACGTACGTCGTACGTC…

-> [0.1, 0.2, 0.3, 0.4, ...]

- Soft Prompt: [P1, P2, P3]

-> P1 = [0.01, -0.05, 0.07, …], P2 = [0.1, 0.03, 
-0.02, …], P3 = [0.05, 0.07, -0.01, ...]

- Combined Input: [P1, P2, P3, 0.1, 0.2, 0.3, 0.4, 
…]

- Predictions: [0.01, 0.85, 0.10, 0.90, …]
(Species A, Species B, …)



Summary

- Sequence length of up to 1 million turned out to be beneficial.

- Observing single nucleotides as individual tokes is important.

- Using long convolutions is especially more efficient the longer 

the sequence gets

- “Warm-up” learns shorts sequences first and then gradually 

increases the length leading to better performance faster and in 

the end.



Thank you for Listening!



Hyperparameters used for Training





Video-presentation of the paper:

https://youtu.be/haSkAC1fPX0?si=v28n75mdSjTURvay

Caduceus: Bi-Directional Equivariant Long-Range DNA Sequence Modeling:

https://arxiv.org/pdf/2403.03234

Articles:

- https://hazyresearch.stanford.edu/blog/2023-06-29-hyena-dna

- https://aibusiness.com/ml/hyenadna-a-large-language-model-trained-on-huma
n-genome-sequences
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